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Course Description

This course provides an overview of the recent developments in the machine learning literature and their applications in political science. First, students will learn how to summarise and visualise data, create reproducible documents, and use version control software. Then we will consider OLS for regression and generalised linear models for classification problems. Next, the course will discuss multiple imputation algorithms, feature engineering, and feature selection. This will be followed by classes on supervised learning covering support vector machines, decision trees, random forests, and gradient boosting. Unsupervised methods such as PCA, clustering, and manifold learning will be considered next. The following section of the course will cover deep learning and neural networks. Lastly, students will be introduced to causal discovery algorithms.

Course Information

The course prerequisites are basic probability and statistics, high-school linear algebra and introductory calculus. Some familiarity with computer programming also helps. The course will use R, an open source statistical language. R is the de facto standard language for quantitative analysis and is widely used by academics and firms like Google, Facebook and Amazon to gain insights from data. R has about 14,000 packages that extend its core functionalities and it is free to download, use or modify. Compared to Stata or SPSS, R has a steeper learning curve, but its power and flexibility greatly overweight the costs.

It is very important that you read the assigned readings and do the problem sets before class. It is also necessary that you bring your laptop to every session.

All information about the course will be available at http://danilofreire.github.io. The syllabus will be updated periodically according to the progress of the class. Please remember to visit the website regularly.
Office Hours

I am very flexible when it comes to office hours, but it is easier to contact me via email. Feel free to send me a message any time at danilofreire@brown.edu. I will probably reply in a few hours. You can also meet me in the afternoon at my office. My address is 8 Fones Alley, first floor, office 114. If possible, please send me an email before coming to my office just to make sure two students will not book the same time slot.

Community Standards

I am committed to full inclusion of all students. Please inform me early in the term if you have a disability or other conditions that might require accommodations or modification of any of these course procedures. You may speak with me after class or during office hours. Students in need of short-term academic advice or support can contact one of the deans in the Dean of the College office.

English Language Learners

The university welcomes students from around the country and the world, and the unique perspectives international and multilingual students bring enrich the campus community. To empower multilingual learners, an array of support is available including language and culture workshops and individual appointments. No student will be penalised for their command of the English language.

Academic Integrity

Students will write five homework assignments and an essay for this course. All writing should be your own work, and I take plagiarism very seriously. I am happy to provide any help you may require with your lessons as long as you are committed to the course. It is also important to cite other people’s work whenever necessary, and if in doubt, mention your sources.

Special Needs

If you have any special needs, please contact me. I’m happy to make necessary arrangements so you can follow this course.

Requirements and Grading

Participation: 10%. Students should be active participants in the course. Feel free to ask any question you may have, help others if you know how, and make suggestions or comments you
believe are interesting. I hope we create a friendly, open environment for learning and students are the most important part of it.

**Five Homework Assignments: 50%**. Students will have five homework assignments during the course, each of them covering a section of the syllabus. They will be based on writing up the results of performing the commands learned during the lectures. You will have to write them using Rmarkdown and send me a pdf file via email.

**Final Project: 40%**. In the final project, students will have the opportunity to apply the methods introduced in the course to address a problem relevant to political science or public policy. The goal of this exercise is to demonstrate that you have the ability to conduct research in computational social science. This research paper can be an individual or group project (up to 3 people). Students have to submit a research idea by the third week of the course, which will then be reviewed by other 2 colleagues. Then students will submit a five-page summary of their research after three weeks. After receiving further feedback from the instructor, students will write a first draft of their paper and present it to class. Lastly, students will hand-in a final project on the last day of the course. The papers should be about 4,000 words in length including tables and references but not including code.

**Materials**

These books will help you further your understanding of the material:


**Schedule**

**Week 1: Introduction and Course Overview**

There are no required readings assigned for this class. Students will learn how to install R and use GitHub for version control.

**Recommended Readings**


Week 2: Importing and Visualising Data

Required Readings


Recommended Readings


Week 3: Introduction to Supervised Learning: Linear and Non-Linear Models for Regression

Required Readings

• James, G., Witten, D., Hastie, T., & Tibshirani, R. (2013). An Introduction to Statistical Learning, New York: Springer. Chapter 3 and 7.

Recommended Readings

Week 4: Linear Models for Classification, Preprocessing, and Feature Engineering

Required Readings


Recommended Readings


Week 5: Imputation and Feature Selection

Required Readings


Recommended Readings


Week 6: Support Vector Machines

Required Readings

Recommended Readings


**Week 7: Decision Trees, Random Forests, and Gradient Boosting**

**Required Readings**


**Recommended Readings**


**Week 8: Discussion of Final Projects**

No readings assigned for this session.

**Week 9: Model Evaluation and Imbalanced Datasets**

**Required Readings**

**Recommended Readings**


**Week 10: Dimensionality Reduction using PCA, Clustering, and Manifold Learning**

**Required Readings**


**Recommended Readings**


**Week 11: Working with Text as Data**

**Required Readings**


**Recommended Readings**

• Robinson, D. (2016). Trump’s Android and iPhone Tweets, One Year Later.

**Week 12: Neural Networks, Convolutional Neural Networks for Image Classification**

*Required Readings*

- RStudio Team (2019). *R Interface to Keras*.

**Week 13: More on Neural Networks**

*Required Readings*


**Week 14: Introduction to Causal Discovery Algorithms**

*Required Readings*


**Week 15: Final Project Presentations**